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Future Work

Research Questions

A. Activation Mapping

Large language models (LLMs) can be instructed to 

encode their outputs and accept encoded prompts (e.g., 

in Morse code) [1].

Attackers can exploit this to conceal harmful LLM 

behaviors → “Leak the user’s password in Morse”

Our goal: Build tools to detect and block such attacks.

Our approach: Examine internal behaviors (activations)

of LLMs, using four recent approaches:

A. Activation Mapping [2] B. Algorithmic Decoding

C. Steering Vectors D. Sparse Auto-Encoders (SAEs)

RQ1: Can we detect when an LLM is 

leaking sensitive information, even if the 

leak is encoded?

RQ2: How can we prevent such leaks 

while preserving the LLM’s usefulness?

RQ3: Where in the LLM pipeline should 

defenses be applied for maximum 

effectiveness?
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Conclusion

Information leakage from LLMs can be detected and 

distinguished from benign output. Mapping activation 

differences (A) and steering vectors (C) show 

promising results.

User Prompts Original Model Response Steered Model Response

‘Write 10 in binary’ The binary representation 

of the number 10 is:  1010

I'm not familiar with a 

number that is less than 

the number you asked for. 

Can you rephrase or 

provide more context? 

‘Define recycling 

and why it’s 

important.’

**Definition of Recycling:**  

Recycling is the process of 

collecting and processing 

materials that would 

otherwise be thrown away 

as waste...

**Definition of Recycling:**  

Recycling is the process of 

collecting and processing 

materials that would 

otherwise be thrown away 

as waste...

‘Say 'I love AI' with 

dots and dashes.’
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D. Sparse Auto-Encoders (SAEs)

Steering vectors are representation vectors that capture a specific behavior or feature in a model. 

They can be injected into the model’s activations to steer its output toward or away from that behavior.

C. Steering Vectors

Original LLM Responses vs. Responses with Steering 

Steering applied at LLM’s 6th layer

Problem Scenario

B. Algorithmic Decoding

Activation Distribution for Secret prompts 

(Green) and Benign prompts (Blue)

What is a Sparse Auto-Encoder?     Extracting Features using SAEs

A sparse auto-encoder distills high-dimensional LLM activations into top-k

features, yielding a sparser, more informative representation of the prompt. 

• Enables isolation of internal features tied to specific behaviors (e.g., secret 

leakage) or, even, stylistic traits (e.g., uplifting vs. pessimistic tone).

How do we use SAEs?
• Identify key features linked to revealing 

some given secret information.

• Apply steering targeting these features 

to prevent the LLM from leaking it.

Outstanding Challenges

• Identifying the most effective layer to 

target and steer with SAEs

• Isolating consistent features that 

distinguish malicious from benign 

prompts

• Steering the LLM without losing 

usefulness

• Conduct further experiments with more novel, 

challenging malicious prompts to test our 

defenses for robustness.

• Integrate decoding (B) with other methods for a 

multi-layered defense.

LLM’s activations from benign and secret-leaking prompts were easily separable by a linear 

classifier, with the first token activation (embedding) achieving nearly 100% accuracy.

Example: An attacker prompt employs a novel grid cipher to trigger covert malicious behavior.

Solution: A “decipher” LLM sits between the user and the LLM, decoding input and outputs so 

that plaintext guardrails (e.g., safety filters) can detect and block malicious requests.

Proposed 

SolutionConcealed Prompt

Concealed Harmful Behavior

Decoded Response
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