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Tools Used

Bag of Words

Bag of Words Vector Representation for “Language”: [1, 0, 2,1]

TF-IDF

TF-IDF Vector Representation for “Language”: [.3626, 0, .5337,0]

Word2Vec

Machines do not understand raw text, text needs to be represented numerically through vectors.  Natural Language Processing 
(NLP) is a branch of artificial intelligence (AI) that trains machine learning (ML) models to understand, generate, and manipulate 
human language. This research explored NLP techniques to create word vectors and word embeddings to train ML models.

Skip Gram model trained using Google New’s 3-billion-word corpus dataset
Context words generated from a Target Word
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Explore data modeling with transformer architecture 
such as
• Bidirectional Encoding Representation from 

Transformers (BERT) - Google
• Generative Pretrained Transformers (GPT) OpenAI - 

ChatGPT
• Build a LLM for Cybersecurity

• 60 to 80 percent of training AI models is spent with data 
preparation and cleansing

• One-Hot – Simplest form, doesn’t capture relationship
• BoW - Doesn’t capture full relationship between words
• TF-IDF - Evaluate the importance of a word but not the 

semantics
• Word2vec – gives semantics but not the contextual 

relationship between words
• Transformers – provides context and semantic 

relationships between words

1.Explore the connection between NLP, AI, and 
LLMs by researching machine learning, LLM 
creation, and NLP algorithms.

2.Explore background basics of NLP 
Data Preparation – Prepare Corpus
Data Cleansing – Tokenization, Stop Words

3.Explore Data Modeling Techniques
One-hot encoding - Bag of Words – TF-IDF – 
Word2vec

Data modeling techniques include:

Bag-of-Words (BoW)
Counts number of times a 
word appears in a  document 
to find relevance

TF-IDF
Finds importance of a word by 
assigning a frequency-based 
weight

Word2Vec
Generate word embedding to 
find the sematic relationship
between words

One-Hot Encoding
Converts data into a binary 
vector representation where 
each word has its own vector
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